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(57) ABSTRACT

A content presenting method of the present disclosure
includes: a history collecting step of collecting a viewing
history of a user; a determining step of analyzing the viewing
history to determine an active time segment in which an
output section is in a state of being viewed; a data collecting
step of collecting meta data assigned to a viewed content; an
analyzing step of analyzing the meta data to extract a word
representing the content; a profile generating step of gener-
ating, for each active time segment, a user profile based on the
extracted word; a calculation step of calculating an estimated
viewing time; and a playlist generating step of selecting con-
tents based on the user profile generated correspondingly to
the active time segment to be compatible with the estimated
viewing time, to generate a playlist which defines an order in
which the selected contents are played.
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FIG.7

<{prog>
“OHAYO GENKI DESU”

* BROADCAST CONTENT FOR 6:45 TO 8:00 SEP 1, 2015 (THU)
* G CODE:

SHARED

TO BE SHARED
REGISTER IN CALENDAR
* REGIONAL SETTING

* <PREVIOUS BROADCAST
* SEP 1, 2015 (THU)
* NEXT BROADCAST>

* ¥ ¥

* LAST UPDATED: 00:04 AUG 25, 2011 (THU)

MORNING IN KANSAI STARTS WITH “OHAYO GENKI DESU”.
WE ENTERTAIN YOU WITH LATEST INFORMATION INCLUDING
LATEST GOURMET AND NEW PRODUCT INFORMATION

AS WELL AS NEWS AND SPORTS.
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CONTENT PRESENTATION METHOD,
CONTENT PRESENTATION DEVICE, AND
PROGRAM

TECHNICAL FIELD

The present invention relates to a content presentation
method, apparatus and program for presenting a content
depending on a user’s preference and circumstance.

BACKGROUND ART

In recent years, many e-commerce websites and content
distribution websites (websites distributing contents, such as
news articles, videos and games) provide recommendation
function. The recommendation function is a function of
extracting information regarding a user’s interest and prefer-
ence from the user’s purchase history, browsing history,
viewing history, or the like, so as to recommend items and
contents that the user is likely to be interested in. In order to
realize such a user-adaptive service, many websites identify
individuals through user log-in authentication or by using the
cookie function of web browsers.

While the recommendation function has become common
with many web-based services, the recommendation function
is not yet common with program browsing and video brows-
ing (including video browsing on a television via the Internet,
e.g., video browsing on demand) on a television receiver
(hereinafter, “television”). Reasons for this include: one tele-
vision being shared by more than one person to watch in many
houses; it being difficult to perform a log-in operation, com-
mon to a web-based service, using a television remote con-
troller with limited buttons.

With a television viewed by more than one person, it is not
possible to know, only by analyzing its viewing history, how
many people there are in the family, what the constituents of
the family are like, and who watches what kind of programs
and videos. This means that a user profile regarding indi-
vidual interest and preference cannot be generated, which is a
big problem for systems that provide recommendation func-
tions.

It is possible to identify individuals with a personal authen-
tication device attached on a television. For example, it may
be fingerprint authentication, facial recognition, voice recog-
nition, etc. However, this increases the manufacturing cost of
remote controllers or televisions themselves. It may be pos-
sible to provide buttons for personal identification on a
remote controller, but with televisions which are viewed pas-
sively in a living room, it will be a burden on a user to operate
such buttons before viewing.

Under such circumstances, a content selecting viewing
apparatus is known, which presents candidates of living hours
adaptive content, which are adapted to viewers’ living hours,
based on the viewing history of the viewers viewing contents,
so that a user selects and views the candidates of living hours
adaptive content (see Patent Document 1). The invention
disclosed in Patent Document 1 includes a receiving section,
a content meta data group storing section, a viewing history
recording section, a user preference data generating section, a
user preference data recording section, an input section, a
search filtering section, an input-switching output section,
and an MPEG decoder section.

A program information providing apparatus is also known,
which predicts, for each day of the week, viewable time slots
in which a user can view television programs (see Patent
Document 2). With the invention disclosed in Patent Docu-
ment 2, the program information providing apparatus first
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2

analyzes user preferences. Then, the program information
providing apparatus predicts viewable time slots in which a
user can view television programs for each day of the week.
Then, for each day of the week, the program information
providing apparatus selects television programs that the user
can view in the viewable time slots and that suit the user’s
preferences, based on information on the analyzed prefer-
ences, information on the predicted viewable time slots, and
program information on television programs to be broadcast.
Then, a user terminal device transmits information regarding
television programs that suit the user’s preferences to the user
terminal device. Then, the user terminal device displays, on a
television receiver, program guide information transmitted
thereto. Thus, it is possible to provide the user with informa-
tion of television programs that are viewable.

However, further improvements are needed for Patent
Documents 1 and 2 described above.

CITATION LIST
Patent Document

Patent Document 1: Japanese Patent No. 4095479
Patent Document 2: Japanese Unexamined Patent Publica-
tion No. 2010-283656

SUMMARY OF INVENTION

In order to solve the above conventional problem, an aspect
of'the present invention is a content presentation method in a
content presentation device which presents a content to a user,
the method including: a history collecting step of collecting a
viewing history of the user viewing a content output on an
output section; a determining step of analyzing the collected
viewing history to determine an active time segment in which
the output section is in a state of being viewed; a data collect-
ing step of collecting meta data assigned to the content
viewed by the user; an analyzing step of analyzing the col-
lected meta data to extract a word representing the viewed
content; a profile generating step of generating, for each of the
determined active time segments, a user profile based on the
extracted word corresponding to the content viewed in the
active time segment of interest; a calculation step of obtaining
current time and identifying an active time segment including
the obtained current time, to calculate an estimated viewing
time, which is a time length from the obtained current time to
a point in time at which the identified active time segment
ends; and a playlist generating step of selecting contents
based on the user profile generated correspondingly to the
identified active time segment to be compatible with the cal-
culated estimated viewing time, to generate a playlist which
defines an order in which the selected contents are played.

According to one aspect of the present invention, since the
user profile is generated for each active time segment, it is
possible to select contents that suit the individual users’ pref-
erence, and it is possible to generate playlists that suit the life
patterns of the individual users.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a diagram showing a configuration of an entire
system according to the present embodiment.

FIG. 2 is a block diagram showing a configuration of a
content presentation device according to the present embodi-
ment.

FIG. 3 is a diagram showing an example of an active time
segment according to the present embodiment.
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FIG. 4 is a diagram showing an example of a playlist
according to the present embodiment.

FIG. 5 is a diagram showing a singular value decomposi-
tion according to the present embodiment.

FIG. 6 is a diagram showing an independent component
analysis according to the present embodiment.

FIG. 7 is a diagram showing an example of video content
information according to the present embodiment.

FIG. 8 is a diagram schematically showing a specific
example of profile vector calculation according to the present
embodiment.

FIG. 9 is a diagram illustrating a vector representation of a
vector space model according to the present embodiment.

FIG. 10 is a diagram showing an example of documents
and index words according to the present embodiment.

FIG. 11 is a diagram showing an example of a search query
and a document according to the present embodiment.

FIG. 12 is a diagram illustrating the tf-idf value according
to the present embodiment.

FIG. 13 is a flow chart showing the flow of a process of a
content presentation device according to the present embodi-
ment.

FIG. 14 is a flow chart showing the flow of a process of a
content presentation device according to the present embodi-
ment.

FIG. 15 is a flow chart showing the flow of a process of a
content presentation device according to the present embodi-
ment.

DESCRIPTION OF EMBODIMENTS

(Story Before Inventing Aspect According to Present Dis-
closure)

First, the point of view of an aspect according to the present
disclosure will be described.

Apparatuses described in Patent Documents 1 and 2 are for
presenting contents for the current day of the week to the
viewer based on the viewing history for each day of the week.
Therefore, it is difficult to accommodate viewing videos via
the Internet (e.g., viewing videos on demand). Therefore,
with the configurations described in Patent Documents 1 and
2, where a user views video contents via the Internet, or the
like, the user needs to select a video content to be viewed next
each time the playback of one video content ends.

It is stated that the apparatus described in Patent Document
1 presents contents in accordance with the life styles of the
individual viewers. However, it fails to mention at all a tech-
nique for identifying individual viewers in a case where a
single television is shared by a plurality of viewers. Patent
Document 2 merely provides a description assuming a case
where there is one viewer. Thus, the apparatuses described in
Patent Documents 1 and 2 are difficult to use in a case where
a single television is shared by a plurality of viewers.

Even when a single television is shared by a plurality of
viewers, there is a set pattern to some extent to how the
television is viewed, for many families. In one family, for
example, the father views a news program on weekday morn-
ings. Then, the mother views a morning information program.
When a four-year boy wakes up, a kids program is viewed.
When some of the family members have gone to work or
school, the grandparents view information programs. In the
evening, the kids view a kids animation. Then, the grandpar-
ents view their favorite travel or gourmet programs. The
father, having returned home at about 10 pm, views news
programs or business information programs. Different pro-
grams are viewed on different days. Nevertheless, there is a
set life pattern to some extent for each individual. Therefore,
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it is believed that there is a set viewing pattern to some extent,
as to the primary viewer for each time period of the day, and
the genre of content to be viewed by that viewer.

Thus, in view of such considerations, the present inventors
have arrived at conceiving inventions of various aspects of the
present disclosure as set forth below.

An aspect of the present disclosure is a content presenta-
tion method in a content presentation device which presents a
content to a user, the method including: a history collecting
step of collecting a viewing history of the user viewing a
content output on an output section; a determining step of
analyzing the collected viewing history to determine an active
time segment in which the output section is in a state of being
viewed; a data collecting step of collecting meta data assigned
to the content viewed by the user; an analyzing step of ana-
lyzing the collected meta data to extract a word representing
the viewed content; a profile generating step of generating,
for each of the determined active time segments, a user profile
based on the extracted word corresponding to the content
viewed in the active time segment of interest; a calculation
step of obtaining current time and identifying an active time
segment including the obtained current time, to calculate an
estimated viewing time, which is a time length from the
obtained current time to a point in time at which the identified
active time segment ends; and a playlist generating step of
selecting contents based on the user profile generated corre-
spondingly to the identified active time segment to be com-
patible with the calculated estimated viewing time, to gener-
ate a playlist which defines an order in which the selected
contents are played.

According to this aspect, since a user profile is generated
for each active time segment, it is possible to select contents
that suit the individual users’ preferences, and it is possible to
generate playlists that suit the life patterns of the individual
users.

In the aspect described above, for example, the method
may further include an outputting step of outputting, on the
output section, the selected contents in the order defined in the
generated playlist.

According to this aspect, the user can view video contents
including Internet videos that can be viewed on demand via
the Internet in a passive manner as with television broadcast
programs.

In the aspect described above, for example, the profile
generating step may include: a step of generating a matrix, for
each column corresponding to the determined active time
segment, of which an element of a row is a tf-idf value of the
extracted word; and a step of generating, as the user profile for
each active time segment, a latent profile vector from the
generated matrix using a singular value decomposition or an
independent component analysis. The playlist generating
step may include: a step of identifying selection candidate
contents that can be viewed at the obtained current time; a
step of extracting a word representing the identified selection
candidate contents from meta data assigned to the identified
selection candidate contents; a step of generating a vector, of
which an element is a tf-idf value of the extracted word; a step
of generating a latent video content vector from the generated
vector using a singular value decomposition or an indepen-
dent component analysis; and a step of comparing each of the
latent video content vectors of the selection candidate con-
tents and the latent profile vector to select contents to be listed
on the playlist from the selection candidate contents based on
similarity between the compared vectors.

According to this aspect, the latent video content vectors of
the selection candidate contents and the latent profile vector
are respectively compared, and contents to be listed on the
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playlist are selected from the selection candidate contents
based on the similarity between the compared vectors. There-
fore, even if there are few common words between words
representing the content viewed in the active time segment
and words representing the identified selection candidate
content, contents belonging to the same genre can be selected
precisely.

In the aspect described above, for example, the history
collecting step may not collect a content viewed by the user as
the viewing history when a broadcasting time of the content
viewed by the user exceeds a time segment in which the
output section is in a state of being viewed and is not more
than a predetermined threshold value.

According to this aspect, those contents which the user
started to view but stopped viewing in a short amount of time
which is not more than a predetermined threshold value are
not included in the viewing history. Thus, it is possible to
reduce noise related to the viewing history. Note however that
if the broadcasting time of the content viewed by the user is
not more than the time segment in which the output section is
in a state of being viewed, the user may have viewed the
content to the end. Therefore, in such a case, the content is
collected as the viewing history.

In the aspect described above, for example, the output
section may be a television receiver. If the user switches a
channel to another and the user then switches the channel
from the other channel back to the original channel within a
predetermined threshold amount of time, the history collect-
ing step may not collect the switching of the channel by the
user as the viewing history except when broadcast of the
content finishes while the other channel remains on.

According to this aspect, such switching between channels
that is a result of the user zapping is not included in the
viewing history. Thus, it is possible to reduce noise related to
channel switching. Note however that when the broadcast of
a content finishes while the new channel remains on, the
content may have been viewed to the end. Therefore, in such
a case, such channel switching is collected as the viewing
history.

In the aspect described above, for example, the playlist
generating step may include a step of counting the number of
times the selected content has been included in the playlist
and has not been viewed by the user. The playlist generating
step may not include, in the playlist, a content for which the
counted number of times reaches a predetermined number of
times even when the content is selected based on the user
profile.

According to this aspect, specific contents that are included
in the genre preferred by the user but are not viewed by the
user can be prevented from being included in the playlist.
Thus, it is possible to recommend contents that suit the user’s
preference in an even more precise manner.

Another aspect of the present disclosure is a content pre-
sentation device including: an output section which outputs a
content; a history collecting section which collects a viewing
history of a user viewing a content output on the output
section; a determining section which analyzes the collected
viewing history to determine an active time segment in which
the output section is in a state of being viewed; a data collect-
ing section which collects meta data assigned to the content
viewed by the user; an analyzing section which analyzes the
collected meta data to extract a word representing the viewed
content; a profile generating section which generates, for each
of the determined active time segments, a user profile based
on the extracted word corresponding to the content viewed in
the active time segment of interest; a calculating section
which obtains current time and identifies an active time seg-
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ment including the obtained current time, to calculate an
estimated viewing time which is a time length from the
obtained current time to a point in time at which the identified
active time segment ends; and a playlist generating section
which selects contents based on the user profile generated
correspondingly to the identified active time segment to be
compatible with the calculated estimated viewing time, to
generate a playlist which defines an order in which the
selected contents are played.

Still another aspect of the present disclosure is a program
for controlling a content presentation device which presents a
content to a user, the program causing a computer of the
content presentation device to execute: a history collecting
step of collecting a viewing history of the user viewing a
content output on an output section; a determining step of
analyzing the collected viewing history to determine an active
time segment in which the output section is in a state of being
viewed; a data collecting step of collecting meta data assigned
to the content viewed by the user; an analyzing step of ana-
lyzing the collected meta data to extract a word representing
the viewed content; a profile generating step of generating,
for each of the determined active time segments, a user profile
based on the extracted word corresponding to the content
viewed in the active time segment of interest; a calculation
step of obtaining current time and identifying an active time
segment including the obtained current time, to calculate an
estimated viewing time which is a time length from the
obtained current time to a point in time at which the identified
active time segment ends; and a playlist generating step of
selecting contents based on the user profile generated corre-
spondingly to the identified active time segment to be com-
patible with the calculated estimated viewing time, to gener-
ate a playlist which defines an order in which the selected
contents are played.

Note that these general or specific aspects may be imple-
mented as methods, integrated circuits, computer programs
or computer-readable recording media such as CD-ROMs, or
may be implemented as arbitrary combinations of methods,
integrated circuits, computer programs and recording media.

EMBODIMENTS

Embodiments of the present disclosure will now be
described with reference to the drawings.

FIG. 1 is a diagram showing a configuration of an entire
system according to the present embodiment.

As shown in FIG. 1, a device 102 having a function of
connecting to a network is connected to an external server
device 101 via a network. Transmitting and receiving of data,
such as transmitting and receiving of programs, transmitting
and receiving of user-related data, and transmitting and
receiving of control data for controlling the device 102 is
performed between the device 102 and the server device 101
via the network.

FIG. 2 is a block diagram showing a configuration of a
content presentation device according to the present embodi-
ment.

As shown in FIG. 2, the content presentation device of the
present embodiment includes a viewing history collecting
section 201, an active time segment determining section 202,
an estimated viewing time calculating section 203, a content
information collecting section 204, a meta data analyzing
section 205, an user profile generating section 206, a playlist
generating section 207, and an output section 208.

The output section 208 outputs various information. For
example, the output section 208 receives a television broad-
cast program (a content), and displays the received television
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broadcast program. For example, the output section 208 dis-
plays a video content obtained on demand via the Internet.
The output section 208 is a television receiver in the present
embodiment. Alternatively, the output section 208 may be a
display device of a personal computer. Alternatively, the out-
put section 208 may be a portable terminal such as a tablet or
a so-called “smartphone”.

The viewing history collecting section 201 (an example of
the history collecting section) collects the viewing history of
auser who views contents displayed on the output section 208
as the power of the output section 208 is turned on. The
viewing history collecting section 201 includes a storage
device such as a hard disk or a semiconductor memory, for
example. The viewing history collecting section 201 stores
the time period (the viewing start time and the viewing finish
time) for which the user has viewed contents displayed on the
output section 208. The viewing history collecting section
201 stores titles, or the like, of contents such as television
broadcast programs or Internet videos viewed by the user. The
viewing history collecting section 201 further stores points in
time at which the user has switched the channel of the output
section 208.

The content information collecting section 204 (an
example of the data collecting section) collects meta data
assigned to a content. Where the content is a television broad-
cast program, for example, meta data is text data (see FIG. 7
to be described below) provided by an electronic program
guide (EPG). Where the content is an Internet video obtained
on demand via the Internet, for example, the meta data is text
data added to the Internet video and describing the Internet
video. The content information collecting section 204 col-
lects and stores meta data assigned to all contents displayed
on the output section 208 and viewed by users. The content
information collecting section 204 includes a storage device
such as a hard disk or a semiconductor memory, for example.
The viewing history collecting section 201 and the content
information collecting section 204 may share a storage
device.

The meta data analyzing section 205 (an example of the
analyzing section) analyzes the collected meta data. The meta
data analyzing section 205 performs a morphological analy-
sis on the collected meta data to extract words. Based on the
analysis results of the morphological analysis, the meta data
analyzing section 205 extracts words (index words) including
particular parts of speech (nouns and verbs). The meta data
analyzing section 205 obtains the number of occurrences of
each extracted word (index word).

The active time segment determining section 202 (an
example of the determining section) analyzes the viewing
history collected by the viewing history collecting section
201 to determine, as an active time segment, a time period in
which the output section 208 is in a state of being viewed.

(Pseudo Personal Identification)

FIG. 3 is a diagram showing an example of an active time
segment according to the present embodiment.

The active time segment determining section 202 estimates
a time segment in which the power of the output section 208
is probably ON. Specifically, as shown in FIG. 3, for example,
the viewing history collecting section 201 records the point in
time at which the power of the output section 208 is turned
ON and the point in time at which it is turned OFF (and points
in time at which the channel is switched to another).

From this record, the active time segment determining
section 202 identifies points in time, during a certain day of
the week (the day of the week is not specified in the present
embodiment), at which the power of the output section 208 is
probably ON. The active time segment determining section

25

35

40

45

55

8

202 scans through 24 hours of the day, with, for example
10-minute intervals, thereby identifying the points in time. In
FIG. 3, one of the points in time at which the power of the
output section 208 is probably ON is around 12:30. Thus, the
active time segment determining section 202 identifies 12:30
as a point in time at which the power of the output section 208
is probably ON.

Next, the active time segment determining section 202
extracts all ON-to-OFF time segment logs in which the power
of'the output section 208 is ON at the identified point in time.
For example, in FIG. 3, four time segment logs are extracted,
that is, 11:10to 12:40 of Monday, 11:00 to 14:00 of Tuesday,
11:30 to 13:30 of Wednesday, and 11:30 to 12:30 of Friday.

Next, from the time segment logs, the active time segment
determining section 202 obtains the average start time (11:30
in the example of FIG. 3) and the average finish time (13:30in
the example of FIG. 3). Thus, the active time segment deter-
mining section 202 determines, as an active time segment Ta,
11:30to 13:30 which is a time segment in which the power of
the output section 208 is probably ON.

Note that while scanning through 24 hours of the day with,
for example, 10-minute intervals, the active time segment
determining section 202 first identifies a point in time at
which the power of the output section 208 is most probably
ON, and determines, as the first active time segment, a time
segment centered about the identified point in time. Then,
from the time slots excluding the determined active time
segment, the active time segment determining section 202
identifies a point in time at which the power of the output
section 208 is next most probably ON, and determines, as the
second active time segment, a time segment centered about
the identified point in time. Thus, the active time segment
determining section 202 determines active time segments
through 24 hours of the day.

The active time segment determining section 202 may
determine, as a point in time at which the power is ON, a point
in time at which the power of the output section 208 is ON for
50% or more of the days of one month, for example, from the
user’s viewing history collected by the viewing history col-
lecting section 201.

In the present embodiment, the active time segment deter-
mining section 202 determines the active time segment, irre-
spective of the day of the week. However, the present disclo-
sure is not limited to this. The active time segment
determining section 202 may determine active time segments
separately for Saturdays, Sundays and holidays, and for
weekdays.

As described above, in the present embodiment, the active
time segment determining section 202 determines, as the
active time segment, a time segment in which the power ofthe
output section 208 is probably ON. Now, where the output
section 208 is shared by a plurality of users, it is believed that
there is a substantially set life pattern for each individual user,
as described above. Therefore, the user who views the output
section 208 in a specified active time segment is believed to be
always the same user. Thus, determining an active time seg-
ment can be said to be pseudo identification of a user.

Referring back to FIG. 2, the estimated viewing time cal-
culating section 203 (an example of the calculating section)
obtains the current time when the power of the output section
208 is switched from OFF to ON. The estimated viewing time
calculating section 203 identifies the active time segment that
includes the obtained current time from among the active time
segments, which have been determined by the active time
segment determining section 202. Based on the identified
active time segment and the current time, the estimated view-
ing time calculating section 203 calculates the estimated
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viewing time, which is the length from the current time to a
point in time at which the user is expected to stop viewing (the
end time of the identified active time segment).

The user profile generating section 206 (an example of the
profile generating section) generates a user profile for each
active time segment determined by the active time segment
determining section 202. The user profile generating section
206 calculates the tf-idf value from the number of occur-
rences of words (index words) extracted by the meta data
analyzing section 205. The tf-idf value will be described later.

For each content viewed by a user, the user profile gener-
ating section 206 generates a vector of which an element is the
tf-idf value (hereinafter referred to as the “video content
vector”). Moreover, the user profile generating section 206
generates a vector of which an element is the average value
(arithmetic mean) among elements of all video content vec-
tors viewed by the user in an active time segment of interest.
This vector is referred to as the profile vector for the active
time segment of interest. The user profile generating section
206 generates a profile vector as a user profile of an active
time segment.

FIG. 8 is a diagram schematically showing a specific
example of profile vector calculation according to the present
embodiment. Expression (8.1) represents the video content
vectors v, to v, of n video contents viewed in the active time
segment of interest. Now, it is assumed that a profile vector p
is expressed as shown in Expression (8.2). In this case, the
user profile generating section 206 works out each element of
the profile vector p as the average value among respective
elements of the video content vectors v, to v,, as shown in
Expression (8.3).

(Recommending Video Contents)

The playlist generating section 207 selects a content to be
recommended, based on the user profile generated by the user
profile generating section 206, so as to be compatible with the
estimated viewing time calculated by the estimated viewing
time calculating section 203. The playlist generating section
207 generates a playlist, which defines the order in which the
selected contents are played. The playlist generating section
207 outputs the generated playlist to the output section 208 to
present it to the user.

The playlist generating section 207 selects contents based
on the vector space model, which is well known in the field of
information search. The playlist generating section 207
selects contents when the power of the output section 208 is
turned ON. In this case, the playlist generating section 207
first obtains the current time when the power of the output
section 208 is turned ON. Next, the playlist generating section
207 identifies an active time segment including the current
time therein. Next, the playlist generating section 207
obtains, from the user profile generating section 206, a profile
vector of the identified active time segment.

Next, the playlist generating section 207 obtains television
broadcast programs (video contents) being broadcast at the
current time, and video content information (meta data) of
video contents that can be obtained on demand via the Inter-
net at the current time. The playlist generating section 207
generates video content vectors by a method as described
above. The playlist generating section 207 may generate
video content vectors by a method as described above by
controlling the content information collecting section 204,
the meta data analyzing section 205 and the user profile
generating section 206.

The playlist generating section 207 calculates each simi-
larity between each of the video content vectors of the video
contents and the profile vector. The playlist generating sec-
tion 207 calculates using the cosine distance (referred to also
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as “cosine similarity”) as a method for calculating the simi-
larity. The playlist generating section 207 selects video con-
tents of which the calculated similarity is greater than a pre-
determined threshold value.

Moreover, the playlist generating section 207 may control
the output section 208 according to the generated playlist so
as to automatically output contents on the output section 208
in the play order defined in the playlist. On the other hand, the
playlist generating section 207 may only present the playlist
on the output section 208 without automatically outputting
the contents on the output section 26. In this case, the user
may view contents on the playlist by operating the output
section 208.

FIG. 4 is a diagram showing an example of a playlist
according to the present embodiment.

The playlist generating section 207 generates a playlist of
the selected video contents based on the estimated viewing
time calculated by the estimated viewing time calculating
section 203. For example, it is assumed that the current time
Tp at which the power of the output section 208 is turned ON
is included in the active time segment Ta, as shown in FIG. 4.
It is assumed that the estimated viewing time from the current
time Tp to the end time 12:30 of the active time segment Ta is
calculated to be 48 min 30 sec by the estimated viewing time
calculating section 203. In this case, the playlist generating
section 207 generates a playlist so as to be compatible with a
predetermined time width, centered about the end time of the
estimated viewing time.

In the present embodiment, the time width is set to 4 min,
for example. In this case, the playlist generating section 207
generates a playlist so that the viewing time of the selected
contents is between 46 min 30 sec and 50 min 30 sec. In the
playlist shown in FIG. 4, the total viewing time of all contents
is 46 min 30 sec.

Alternatively, the time width may be set to 2% of the
estimated viewing time, for example. In this case, the time
width is 48 min 30 secx0.02=58 sec. Thus, the playlist gen-
erating section 207 generates a playlist so that the viewing
time of the selected contents is between 48 min 1 sec and 48
min 59 sec.

The playlist generating section 207 basically lists contents
on the playlist in the order of similarity. In the example of
FIG. 4, “ABC of Loire Wine” has the highest similarity. Then,
“Wine Competition On Airplane” has the next highest simi-
larity. Then, “Paris Japan Expo” has the next highest similar-
ity. Then, “Stage Rehearsal Of ‘Phantom Of The Opera’” has
the next highest similarity.

The last content of the playlist of FIG. 4, “Best Of Classical
Japanese Dance”, is selected while taking into consideration
the estimated viewing time, the time width and the viewing
time of the content. For example, the content having the next
highest similarity to that of “Stage Rehearsal Of ‘Phantom Of
The Opera’” may have a long viewing time so that the total
viewing time will be over 50 min 30 sec. In such a case, the
playlist generating section 207 selects a content to be listed on
the playlist while taking into consideration the viewing time
of'the content. In FIG. 4, for example, the playlist generating
section 207 selects “Best Of Classical Japanese Dance”, of
which the viewing time is 7 min 2 sec, and lists it on the
playlist.

Note that the content presentation device shown in FIG. 2
may be the device 102 of FIG. 1 or may be the server device
101 of FIG. 1.

The content presentation device shown in FIG. 2 is imple-
mented by a microprocessor, a ROM, a RAM, a hard disk,
etc., not specifically shown in the figures. Computer pro-
grams are stored in the ROM, the RAM and the hard disk, and
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the server device performs its functions as the microprocessor
operates according to the programs.

Note that the functional blocks of the viewing history col-
lecting section 201, the active time segment determining sec-
tion 202, the estimated viewing time calculating section 203,
the content information collecting section 204, the meta data
analyzing section 205, the user profile generating section 206
and the playlist generating section 207 may be implemented
by software, or by a combination of a large scale integrated
circuit (LSI) and software, or by an LSI.

(Estimating Latent Topics)

When recommending a content, video content information
represented in text is the information on which the recom-
mendation is based. The program information of a television
broadcast program is provided in the EPG. Program informa-
tion in the EPG includes many proper nouns, such as names of
actors to appear, place names of destinations for travel pro-
grams, and song names for music programs. Therefore, for a
plurality of programs belonging to the same genre, there may
be few common words appearing in the program information
of these programs. For example, for the genre of travel pro-
grams, words appearing in the program information of “Bon
Voyage” may be “Odawara, Mizugawara, Godai Haruko”,
whereas words appearing in the program information of
“Walking Trip” may be “Minamino Tenmangu, Wonder Café,
Mitamura Kuniya”.

In sucha case, the similarity between two programs may be
low even though they are of the same genre of travel pro-
grams. Therefore, it is necessary to acquire a topic (latent
topic) from these individual groups of words, the topic being
latently represented by the groups of words. Moreover, pro-
gram information of the EPG has a short description. There-
fore, it is insufficient to calculate the similarity between pro-
grams based only on co-occurrence of words. This tendency
not only applies to program information of the EPG, but
similarly applies also to description text of video contents in
general.

In view of this, in the present embodiment, only after
obtaining a plurality of (e.g., 50 or 100) video contents
viewed by users in the active time segment, the user profile
generating section 206 may estimate latent topics of video
contents from the content information (meta data) of those
video contents. Specifically, with respect to the example
described above, the user profile generating section 206 may
statistically extract, from program information, a latent topic
of “travel”, which is not apparently included in the words
appearing in the program information. Note that the precision
of'estimating latent topics improves as the number of contents
viewed increases.

If such latent topics are obtained in advance, it is possible
to express a video content in terms of latent topics. That is, a
user profile for each active time segment can also be
expressed in terms of latent topics. Some methods can be
employed for the estimation of such latent topics. In the
present embodiment, the user profile generating section 206
estimates a latent topic using one of the three methods: (A)
clustering, (B) singular value decomposition, and (C) inde-
pendent component analysis to be described below.

(A) Clustering

When a large number of video contents are obtained, they
can be grouped into a plurality of clusters, each containing
similar video contents. A technique for automatically doing
this is called “clustering”. In the present embodiment, clus-
tering is done using a well-known clustering algorithm. Three
applicable clustering algorithms are the k-means clustering,
the agglomerative method (Tree-clustering), and the hierar-
chical clustering based on the Newman’s modularity.
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Once clusters are extracted, a video content vector and a
profile vector are expressed as a latent video content vector
and a latent profile vector, using the clusters as elements
thereof. With the k-means clustering and the agglomerative
method, the number of clusters needs to be given in advance.
This is determined by trial and error. The user profile gener-
ating section 206 may determine the optimal number of clus-
ters by other calculations, for example.

On the other hand, with the hierarchical clustering based on
the Newman’s modularity, an appropriate number of clusters
is determined automatically. Note however that this cluster-
ing algorithm is used when clustering nodes in a network.
Therefore, when using this on video contents, it is necessary
to provide links in advance between video contents. For
example, one may possibly provide links between video con-
tent vectors based on similarity.

(B) Singular Value Decomposition

FIG. 5 is a diagram showing a singular value decomposi-
tion according to the present embodiment.

There are methods by which having elements in a vector
that are relevant to each other is taken as a latent feature. A
representative one of such methods uses a singular value
decomposition. In the field of information search, this is
referred to as latent semantic indexing (LSI). Consider a
matrix D of m rows and n columns of Expression (5.1), in
which each column corresponding to an active time segment
dincludes, as its elements, words that appear in the meta data
of the video content, as shown in FIG. 5.

This matrix D, subjected to singular value decomposition,
is expressed as shown in Expression (5.2). In Expression
(5.2), the matrix U is a unitary matrix of m rows and m
columns. The matrix X is a real diagonal matrix of m rows and
n columns. Note that the diagonal component of the matrix X
is non-negative. The matrix V7 is an adjugate matrix (com-
plex conjugate and transposed matrix) of the unitary matrix V
of n rows and n columns. Using only the first k (k<r) left
singular vectors U7 of the matrix U, the active time segment
d is expressed as the vector d® as shown in Expression (5.3).
Note however that r is the rank of the matrix D. Thus, the
playlist generating section 207 generates a latent profile vec-
tor d®.

Note that the playlist generating section 207 performs the
process of calculating Expression (5.3) also for video con-
tents that can be viewed at the current time. Thus, the playlist
generating section 207 generates a latent video content vec-
tor.

(C) Independent Component Analysis

FIG. 6 is a diagram showing an independent component
analysis according to the present embodiment.

Independent component analysis (ICA) has been drawing
public attention in recent years as a method for extracting
higher-quality latent topics. ICA is a well-known method for
sound source separation in voice recognition. In the field of
natural language processing or information search, ICA can
be used to extract latent topics. As with singular value decom-
position, consider a matrix D of m rows and n columns of
Expression (6.1), in which each column corresponding to an
active time segment t,; includes, as its elements, words that
appear in the meta data of the video content. With ICA, also
consider a topic matrix S (referred to also as a signal source
matrix) as shown in Expression (6.7) of m rows and n col-
umns, in which each column corresponding to a topic t,
includes, as its elements, words that appear in the meta data of
the video content. The topic t, of Expression (6.7) is what is
extracted by independent component analysis from words
that appear in the meta data, and it may be, for example,
“travel”, “food”, “baseball”, etc.
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The column vector t; in the matrix D is a weight vector of
an index word (word) in each active time segment t,. The
column vector t,; in the topic matrix S is similarly defined as
a weight vector of an index word (word) in each topic t,. The
weight of the word of the column vector t,; is regarded as
being a mixture of the weights t,; of the words included in
each topic t, and is expressed as shown in Expression (6.2).
The matrix A in Expression (6.2) is an unknown nxm mixed
matrix. In terms of a matrix, Expression (6.2) can be
described as Expression (6.3).

ICA is a method for estimating the topic matrix S by only
using the active time segment-word matrix D in a case where
the topic matrix S and the mixed matrix A are unknown. In
practice, it is expressed as shown in Expression (6.4), and the
restored matrix W and the restored signal Y are obtained. A
method for estimating these is FastICA. Once the restored
signal Y is obtained, the latent profile matrix D hat is obtained
as shown in Expression (6.5). For individual active time seg-
ments, the playlist generating section 207 generates a latent
profile vector t; hat, which is the column vector of the matrix
D hat, as shown in Expression (6.6).

Note that the playlist generating section 207 performs the
process of calculating Expression (6.6) also for video con-
tents that can be viewed at the current time. Thus, the playlist
generating section 207 generates a latent video content vec-
tor.

(Recommending Video Contents Using Latent Topics)

The playlist generating section 207 recommends video
contents using latent topics as it does when latent topics are
not used. Note however that the playlist generating section
207 uses a latent video content vector instead of a video
content vector, and uses a latent profile vector instead of a
profile vector.

(Specific Example of Calculation)

FIG. 9 is a diagram illustrating a vector representation of a
vector space model according to the present embodiment.
FIG. 10 is a diagram showing an example of documents and
index words according to the present embodiment. FIG. 11 is
a diagram showing an example of a search query and a docu-
ment according to the present embodiment. FIG. 12 is a
diagram illustrating the tf-idf value according to the present
embodiment. A specific example of calculation in the vector
space model will be described with reference to FIGS. 9 to 12.

The vector space model is one algorithm for performing an
information search. In the vector space model, documents
and search queries are expressed as a vector, as shown in
Expression (9.1) of FIG. 9. Normally, since a plurality of
documents are handled, the documents are expressed by the
matrix D, as shown in Expression (9.2).

As shown in FIG. 10, there are five documents D, to Ds.
The documents D, to D are content information (meta data)
of a video content. The meta data analyzing section 205
performs morphological analysis on the documents D, to Dy
to extract index words w, to w . Index words are words that
are important in characterizing the content of the document.

Consider a case where one searches the documents D, to
D for “alpha mobile”. The word “alpha” is an index word w,
and the word “mobile” is an index word ws. Therefore, the
search query vector q is expressed by Expression (11.1) of
FIG. 11.

On the other hand, the document D, includes index words
w, to w3, and does not include other index words. Therefore,
the vector representing the document D, is [1,1,1,0,0,0,0,0,
0,0]. The document D, includes index words w, to w,, and
does not include other index words. Therefore, the vector
representing the document D, is [1,1,1,1,0,0,0,0,0,0]. Simi-
larly, the vector representing the document D; is [1,1,0,0,1,
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0,0,0,0,0]. The vector representing the document D, is [1,1,
0,1,0,1,1,1,0,0]. The vector representing the document Dy is
[2,1,0,0,1,0,0,0,1,1]. As a result, the matrix D representing
the documents as a whole is represented by Expression (11.2)
of FIG. 11.

If one searches the matrix D representing the documents as
a whole using the search query vector g, there is obtained a
result that the document D; on the third row has the highest
similarity.

Note that for elements of the video content vector, the tf-idf
value is used as described above, instead of the index word w,
as it is. The tf-idf value is an index representing the impor-
tance of the index word w; in representing the content of the
document. As shown in Expression (12.1) of FIG. 12, the
tf-idf value is calculated as the product of the term frequency
(tf) and the inverse document frequency (idf).

The term frequency tf;, is the appearance frequency of the
index word w; in the document Dj. The inverse document
frequency idf;; is expressed as shown in Expression (12.2) of
FIG. 12. In Expression (12.2), the sign n represents the total
number of documents, and the sign n, represents the number
of documents that include the index word w, therein.

(Flow of Process)

FIGS. 13 to 15 are flow charts each showing the flow of the
process of the content presentation device according to the
present embodiment.

In step S501 (an example of the history collecting step) of
FIG. 13, the viewing history collecting section 201 collects
and stores the viewing history of the user viewing the contents
output on the output section 208. In the following step S502
(an example of the data collecting step), the content informa-
tion collecting section 204 collects and stores content infor-
mation (meta data) of all contents that have been displayed on
the output section 208 and viewed by the user. In the follow-
ing step S503 (an example of the analyzing step), the meta
data analyzing section 205 analyzes the collected meta data,
extracts a predetermined word, and obtains the number of
appearances of the extracted word.

The process of F1IG. 13 is performed by the viewing history
collecting section 201, the content information collecting
section 204 and the meta data analyzing section 205 each time
the power of the output section 208 is turned ON and OFF.

In step S511 (an example of the determining step) of FIG.
14, the active time segment determining section 202 analyzes
the collected viewing history to determine the active time
segment in which the output section 208 is in a state where the
output section 208 is viewed. In the following step S512 (the
profile generating step), the user profile generating section
206 generates a profile vector, as a user profile, for each active
time segment.

Following the process of FIG. 13, the process of FIG. 14
may be performed by the active time segment determining
section 202 and the user profile generating section 206. Alter-
natively, the active time segment determining section 202 and
the user profile generating section 206 may perform the pro-
cess of FIG. 14 while the power of the output section 208 is
OFF.

In step S521 of FIG. 15, the estimated viewing time calcu-
lating section 203 judges whether or not the power of the
output section 208 has been turned from OFF to ON. The flow
ends ifthe power of the output section 208 has not been turned
from OFF to ON (NO in step S521). On the other hand, if the
power of the output section 208 has been turned from OFF to
ON (YES in step S521), the estimated viewing time calculat-
ing section 203, in step S522 (an example of the calculation
step), obtains the current time and calculates the estimated
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viewing time based on the current time and the active time
segment including the current time therein.

Then, in step S523 (an example of the playlist generating
step), the playlist generating section 207 selects contents to be
recommended to generate a playlist based on the user profile
of'the current active time segment so as to be compatible with
the estimated viewing time.

(Applied Example of Clustering)

The content presentation device of the present embodiment
is capable of generating a playlist and recommending appro-
priate contents even if there is no input of information regard-
ing users (in many cases, information regarding family mem-
bers) of the output section 208 (a television in the present
embodiment). However, users may not mind, if just once,
inputting information regarding members of the family
before starting to use a television after purchasing the televi-
sion. For example, it is possible, with a remote controller of a
television, to input information of such granularity as the
number of people of the family and the roles of them (father,
mother, child, etc.).

Thus, if the number of people of the family is known, the
user profile generating section 206 may cluster the obtained
user profile of each active time segment. The user profile of
each active time segment is represented by a latent profile
vector of which elements are latent topics. The user profile
generating section 206 may cluster the latent profile vector.

In this case, the number k of family members is known in
advance. Thus, using k as the number of clusters to be made,
the user profile generating section 206 clusters the latent
profile vector by using the k-means clustering or the agglom-
erative method. Thus, the latent profile vector is divided into
k clusters.

The user profile generating section 206 combines together
user profiles of all active time segments belonging to each of
the k clusters generated, thus generating k new user profiles
(referred to as “user profiles of clusters™). The user profiles of
the k clusters will correspond respectively to the k people of
the family.

In this process, the user profile generating section 206 may
combine user profiles together by using average values, for
example. That is, the user profile generating section 206 may
generate a new latent profile vector of which elements are
average values among each element of all latent profile vec-
tors belonging to the cluster, and use it as the user profile of
the cluster.

When recommending a video content (when generating a
playlist), the playlist generating section 207 first obtains the
active time segment for the point in time at which recommen-
dation should be made (when the power of the output section
208 is ON) and the user profile. Then, the playlist generating
section 207 identifies the cluster to which the latent profile
vector of the user profile belongs.

The playlist generating section 207 uses, as the user profile
to be used for recommendation, the user profile of the cluster
(the combined user profile). Thus, through clustering, an
active time segment is extended to a group (cluster) of active
time segments including active time segments having similar
viewing tendency to the active time segment. Then, the play-
list generating section 207 uses the user profile of the cluster.

Moreover, the playlist generating section 207 performs
clustering for latent video content vectors of video contents
that can be viewed when the power of the output section 208
is ON so as to group the latent video content vectors into k
clusters. Based on values of elements of latent video content
vectors included in each cluster, the playlist generating sec-
tion 207 calculates the center-of-gravity vector, which is to be
the center of gravity of the cluster.
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Then, the playlist generating section 207 calculates the
cosine distance between the center-of-gravity vector of each
cluster and the user profile of the cluster (the combined user
profile described above). The playlist generating section 207
selects contents to be recommended from the cluster for
which the calculated cosine distance is largest. The order of
content selection within a cluster is the order they are closerto
the center of gravity of the cluster. Thus, by performing
clustering using the number k of family members, it is pos-
sible to increase the possibility of recommending a video
content in which the user is interested, of all video contents
that are viewable at the current time.

The present embodiment will be further described below
with variations thereof.

(1. Various Embodiments Regarding Pseudo Personal
Identification)

<1-1. Addressing Input Noise>

It is believed that turning the power of the television
ON/OFF and switching between channels thereof may con-
tain noise inputs. For example, regarding turning the power
ON/OFF, one may turn the power ON and turn the power OFF
right away, remembering something else to do. Regarding
switching between channels, for example, one may do what is
called “zapping”, i.e., successively switching channels from
one to another to check if there is another program of interest
during commercial messages (CM).

Therefore, in order to ignore short-period viewing in which
the user is hardly viewing anything, the viewing history col-
lecting section 201 may delete any viewing history within a
certain threshold value (e.g., 10 min). Note however that if the
broadcasting time of one program is included within a viewed
time segment, the viewing history collecting section 201 may
not delete the viewing history. This is for keeping, as the
viewing history, viewing of a program of a length of about 5
to 10 minutes.

After the power of the television is turned ON, one may do
such a zapping of watching a program on the first channel for
a while, switching to the second channel, and then returning
to the original first channel. In such a case, if the viewing time
onthe second channel is within a certain threshold value (e.g.,
10 min), the viewing history collecting section 201 may
neglect the switching to the second channel in order to ignore
zapping. Note again however that if the broadcasting time of
one program on the second channel is included within the
period in which the channel is switched to the second channel,
the viewing history collecting section 201 may not delete the
history of switching to the second channel.

<1-2. Addressing Information Noise of Video Content
Information>

FIG. 7 is a diagram showing an example of video content
information according to the present embodiment.

Program information in EPG data and description text of
video contents include some substance therein that is not
directly related to the description of the substance of the
program or the video. In FIG. 7, lines that start with * are not
description representing the substance of the program. Thus,
in order to delete these descriptions, the meta data analyzing
section 205 may delete, from video content information (meta
data), information that fall under conditions (P) to (S) speci-
fied below, as being unnecessary text.

(P) from line starting with “Broadcast Content for” to line
starting with “Last Updated”;

(Q) line starting with “Attribute Information” and follow-
ing line;

(R) URLs starting with “http://*; and

(S) line that includes all of three words: “substance”,
“change” and “if™.
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(2. Various Embodiments Regarding Recommending
Video Contents)

<2-1. Generating Stop Video List>

When the playlist generating section 207 recommends a
video content, the user may view another video content,
ignoring the recommendation. In such a case, it is possible
that although video content is in conformity with the user
profile, but the user hesitated to view the video content for
some reason. It is possible that although the user is interested
in that topic, but the user is not interested in the particular
content. For example, when a fishing program is recom-
mended to a user who likes fishing, if the user does not fish
with lures, the user may possibly not view programs dealing
with lure fishing. In a case where a user likes political discus-
sion programs but does not like a particular host, the user may
possibly not view programs hosted by the particular host.

Even though a content is recommended based on a playlist,
in a case where the recommendation of the content is ignored,
as described above, the playlist generating section 207 may
register the title of the video content on a list. This listis called
the “stop video list”. For example, the playlist generating
section 207 may count the number of times the recommen-
dation of a content is ignored so as to register the content on
the stop video list when the number of times the recommen-
dation is ignored reaches a predetermined number of times.
Then, even in a case where there is a high similarity between
the video content vector (latent video content vector) of a
content and the user profile, the playlist generating section
207 does not list the content on the playlist if the content is
registered on the stop video list.

<2-2. Recommending in Time Slots Other than Active
Time Segment>

It may be possible that the point in time when the user has
turned ON the power of the output section 208 (television)
happens to be outside the predetermined active time seg-
ments. In such a case, the playlist generating section 207 may
replace it with the closest active time segment and make
recommendation using the user profile of the replaced active
time segment. Alternatively, independent of active time seg-
ments, the playlist generating section 207 may make recom-
mendation using a user profile generated based on all entire
viewing histories of the output section 208 (television).

<2-3. Reading Active Time Segments Ahead>

Assume that the point in time at which the user has turned
ON the power of the output section 208 (television) is in the
last half of an active time segment. Also assume that once the
active time segment ends, the next active time segment begins
within a period of a threshold value (e.g., 10 min). In such a
case, the playlist generating section 207 may recommend
video contents based on the user profile of the next active time
segment, as well as recommending video contents based on
the user profile of the active time segment to which the current
time belongs.

<2-4. Adapting to Length of Active Time Segment>

Assume that the active time segment including therein the
current time at which the power of the output section 208 has
been turned ON is 30 minutes, and there is a program whose
broadcasting time is two hours and which is being broadcast
at the current time. Then, even if the two-hour program is
recommended, the program cannot be viewed entirely.
Assume that the active time segment including therein the
current time at which the power of the output section 208 has
been turned ON is two hours, and there is a program whose
broadcasting time is 30 minutes and which is being broadcast
at the current time. Then, even if the 30-minute program is
recommended, there will remain one and a half hours. In view
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of this, the playlist generating section 207 may weigh video
contents to be recommended depending on the length of the
active time segment.

The cosine distance (cosine similarity) between the video
content vector of a content of interest and the profile vector
(user profile) is defined as Score, the length of the active time
segment as AL, and the length of the broadcasting time of the
content of interest as CL.. Then, the playlist generating section
207 adjusts the cosine distance Score to the cosine distance
AScore as shown in the following expressions.

Where AL>CL,
AScore=Scorex(Base+CL/AL)
Where AL<CL,

AScore=Scorex(Base+4L/CL)

Here, Base is a coefficient for ensuring minimum adjust-
ment of the cosine distance even if the adjustment term (CL/
AL or AL/CL) is of a very small value.

Advantageous Effects of the Present Embodiment

In the present embodiment, time segments in which the
output section 208 (television) is probably ON are determined
as active time segments, and a user profile is generated for
each active time segment. To a user having such a life pattern
that the user views the output section 208 (television) during
the active time segment, video contents that match the view-
ing history for the active time segment are recommended as a
playlist based on the user profile. Determining an active time
segment can be said to be pseudo identification of an indi-
vidual user who has such a life pattern that the user views the
output section 208 during the active time segment. As a result,
according to the present embodiment, it is possible to recom-
mend video contents appropriate for the individual user.

Thus, the present embodiment can be said to be for per-
forming a pseudo personal authentication and recommending
video contents, including television broadcast programs and
Internet videos, without providing special hardware, and
without imposing a new burden for the personal authentica-
tion on the user.

In the present embodiment, the user profile generating
section 206 may estimate latent topics of video contents from
the content information. Then, it is possible to precisely per-
form matching between video contents and user profiles. This
also solves the problem of failing to recommend a content,
which should be recommended in principle because the genre
is the same, as the genre is determined to be different because
there is no common words. As a result, it is possible to
increase the possibility of making recommendations from
among all video contents that can be viewed at the current
time.

The present embodiment uses countermeasures against
users’ random actions such as zapping, the act of viewing the
output section 208 (television) at a time period different from
normal, and noise in the content information, thereby realiz-
ing the above-described two advantageous effects without
being influenced by these factors.

(Superiority Over Alternative Methods)

In the present embodiment, time segments in which the
power of the output section 208 (television) is probably ON
are obtained as active time segments, and a user profile is
generated for each active time segment. As an alternative
method, one may divide 24 hours into time segments of a
fixed amount of time (e.g., 30 min) and generate a user profile
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for each time segment. If the contents are television broadcast
programs, the start time and the finish time of each content are
set to relatively round-figure points in time such as 7:00 or
7:30. Therefore, it is possible that this alternative method
works effectively.

However, where contents are those other than television
broadcast programs, e.g., general video contents that can be
viewed on demand, the point in time at which to start or finish
viewing the content do not need to be convenient for the
content providers. Therefore, it is believed that the present
embodiment where a user profile is generated for each of the
active time segments that accurately model life patterns of
viewing users is better than the alternative method described
above.

With the content presentation device of the present
embodiment, the playlist generating section 207 generates a
playlist including contents that suit the estimated viewing
time and the user’s preferences, and presents the generated
playlist to the user. The playlist generating section 207 may
further control the output section 208 according to the gen-
erated playlist to output contents on the output section 208 in
the order defined in the playlist. In such a case, the user does
not need to perform the operation of searching for and select-
ing contents to view. Thus, it is expected that passive viewing
is realized also with video contents such as Internet videos to
be viewed on demand, as with television broadcast programs.

Content presentation devices according to one or more
aspects of the present invention have been described above
based on the embodiments and variations thereof. However,
the present invention is not limited to these embodiments and
variations thereof. Aspects obtained by applying various
modifications that occur to those skilled in the art to the
present embodiment or variations thereof, and those con-
structed by combining together elements of different embodi-
ments and variations thereof, are included within the scope of
the present invention, without departing from the spirit of the
present invention.

Furthermore, the present invention can also be modified as
follows.

(1) The content presentation device is specifically a com-
puter system implemented by a microprocessor, a ROM, a
RAM, a hard disk unit, a display unit, a keyboard, a mouse,
etc. Computer programs are stored in the ROM, or the RAM,
or the hard disk unit. The content presentation device
achieves its function as the microprocessor operates accord-
ing to the computer programs. Now, a computer program is a
combination of a plurality of instruction codes each indicat-
ing an instruction for a computer so as to achieve a predeter-
mined function. Note that the content presentation device is
not limited to a computer system including all of a micropro-
cessor, a ROM, a RAM, a hard disk unit, a display unit, a
keyboard, a mouse, etc., but may be a computer system com-
posed of some of these.

(2) Some or all of the components of the content presenta-
tion device may be implemented by a single system LSI. A
system LSI is a super multi-function LSI manufactured with
aplurality of component units integrated together on a single
chip, and is specifically a computer system including a micro-
processor, a ROM, a RAM, etc. Computer programs are
stored in the ROM or the RAM. The system LSI achieves its
function as the microprocessor operates according to the
computer programs.

Note that although it is described as a system L.SI, it may be
referred to as an IC, an LSI, a super LSI or an ultra LSI,
depending on the degree of integration. The method of circuit
integration is not limited to LSI, but it may be implemented by
a dedicated circuit or a general-purpose processor. One may
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employ a field programmable gate array (FPGA) which can
be programmed after the LSI production, or a reconfigurable
processor in which the connection or the setting of circuit
cells inside the LSI can be reconfigured after the LSI produc-
tion.

Moreover, if a circuit integration technique that replaces
LSI emerges because of the advancement of semiconductor
technology or alternative technology deriving therefrom,
functional blocks may of course be integrated by using such
technology. It may be an application of biotechnology, etc.

(3) Some or all of the components of the content presenta-
tion device devices described above may be implemented by
an IC card or a single-unit module that can be inserted into or
removed from the devices. The IC card or the module is a
computer system implemented by a microprocessor, a ROM,
aRAM, etc. The IC card or the module may include the super
multi-function LSI described above. The IC card or the mod-
ule achieves its function as the microprocessor operates in
accordance with computer programs. The IC card or the mod-
ule may be tamper-resistant.

(4) The present invention may be a method of which steps
are operations of characteristic components of the content
presentation device described above. The present invention
may also be a computer program that implements these meth-
ods by using a computer, or a digital signal of the computer
program.

The present invention may also be a computer program or
a digital signal stored in a computer-readable recording
medium, e.g., a flexible disk, a hard disk, a CD-ROM, an MO,
a DVD, a DVD-ROM, a DVD-RAM, a BD (Blu-ray (regis-
tered trademark) Disc), a semiconductor memory, etc. The
present invention may be the computer program of the digital
signal stored in these recording media.

The present invention may be the computer program or the
digital signal being transferred via a network such as a tele-
communication network, a wireless communication network,
a wired communication network and the Internet, or data
broadcasting, etc.

The present invention may be a computer system including
a microprocessor and a memory, wherein the memory may
store the computer program, and the microprocessor may
operate in accordance with the computer program.

The program or the digital signal may be carried out by
another independent computer system by recording it on the
recording medium and transferring it thereto, or by transfer-
ring the program or the digital signal via the network, etc.

(5) The embodiments and the variations described above
may be combined together.

The embodiments disclosed herein should be considered as
being illustrative and non-limiting in every respect. The scope
of the present invention is shown by the claims but not by the
above description, and it is intended that any changes are
included therein as long as they have equivalent meaning to
the claims and as long as they are within the scope of the
claims.

INDUSTRIAL APPLICABILITY

A content presentation device according to one aspect of
the present invention is useful as a device for presenting
contents suitable for user’s preferences and circumstances.

The invention claimed is:

1. A content presentation method in a content presentation
device which presents a content to a user, the method com-
prising:

a history collecting step of collecting a viewing history of

the user viewing a content output on an output section;
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a determining step of analyzing the collected viewing his-
tory to determine an active time segment in which the
output section is in a state of being viewed;

adata collecting step of collecting meta data assigned to the
content viewed by the user;

an analyzing step of analyzing the collected meta data to
extract first words representing the viewed content;

a profile generating step of generating, for each of the
determined active time segments, a user profile based on
the extracted first words corresponding to the content
viewed in the active time segment of interest;

a calculation step of obtaining current time and identifying
an active time segment including the obtained current
time, to calculate an estimated viewing time, which is a
time length from the obtained current time to a point in
time at which the identified active time segment ends;
and

aplaylist generating step of selecting contents based on the
user profile generated correspondingly to the identified
active time segment to be compatible with the calculated
estimated viewing time, to generate a playlist which
defines an order in which the selected contents are
played,

wherein the profile generating step includes:

a step of generating a matrix having columns corre-
sponding to the determined active time segments,
respectively, and rows of tf-idf values of the extracted
first words, a tf-idf value being a product of a term
frequency of the extracted first words and an inverse
document frequency of the extracted first words; and

a step of generating, as the user profile for each active
time segment, a latent profile vector from the gener-
ated matrix using a singular value decomposition or
an independent component analysis, the latent profile
vector indicating a topic being latently represented by
the extracted first words; and

wherein the playlist generating step includes:

a step of identifying selection candidate contents that
can be viewed at the obtained current time;

a step of extracting second words representing the iden-
tified selection candidate contents from meta data
assigned to the identified selection candidate con-
tents;

a step of generating a vector, of which an element is the
tf-idf value of the extracted second words;

a step of generating a latent video content vector from
the generated vector using a singular value decompo-
sition or an independent component analysis, the
latent video content vector indicating a topic being
latently represented by the extracted second words;
and

a step of comparing each of the latent video content
vectors of the selection candidate contents and the
latent profile vector to select contents to be listed on
the playlist from the selection candidate contents
based on similarity between the compared vectors.

2. The content presentation method according to claim 1,
further comprising an outputting step of outputting, on the
output section, the selected contents in the order defined in the
generated playlist.

3. The content presentation method according to claim 1,
wherein the history collecting step does not collect a content
viewed by the user as the viewing history when a broadcasting
time of the content viewed by the user exceeds a time segment
in which the output section is in a state of being viewed and is
not more than a predetermined threshold value.
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4. The content presentation method according to claim 1,

wherein

the output section is a television receiver; and

if the user switches a channel to another and the user then
switches the channel from the other channel back to the
original channel within a predetermined threshold
amount of time, the history collecting step does not
collect the switching of the channel by the user as the
viewing history except when broadcast of the content
finishes while the other channel remains on.

5. The content presentation method according to claim 1,

wherein

the playlist generating step includes a step of counting a
number of times the selected content has been included
in the playlist and has not been viewed by the user; and

the playlist generating step does not include, in the playlist,

a content for which the counted number of times reaches

a predetermined number of times even when the content

is selected based on the user profile.

6. A content presentation device comprising:

a display device; and

a microprocessor or an LSI which is connected to the
display device and configured to perform functions of:

a history collecting section which collects a viewing his-
tory of auser viewing a content displayed on the display
device;

a determining section which analyzes the collected view-
ing history to determine an active time segment in which
the display device is in a state of being viewed;

a data collecting section which collects meta data assigned
to the content viewed by the user;

an analyzing section which analyzes the collected meta
data to extract first words representing the viewed con-
tent;

aprofile generating section which generates, for each of the
determined active time segments, a user profile based on
the extracted first words corresponding to the content
viewed in the active time segment of interest;

a calculating section which obtains current time and iden-
tifies an active time segment including the obtained cur-
rent time, to calculate an estimated viewing time which
is a time length from the obtained current time to a point
in time at which the identified active time segment ends;
and

a playlist generating section which selects contents based
on the user profile generated correspondingly to the
identified active time segment to be compatible with the
calculated estimated viewing time, to generate a playlist
which defines an order in which the selected contents are
played,

wherein the profile generating section includes:

a section with generates a matrix having columns corre-
sponding to the determined active time segments,
respectively, rows of tf-idf values of the extracted first
words, a tf-idf value being a product of a term fre-
quency of the extracted first words and an inverse
document frequency of the extracted first words; and

a section which generates, as the user profile for each
active time segment, a latent profile vector from the
generated matrix using a singular value decomposi-
tion or an independent component analysis, the latent
profile vector indicating a topic being latently repre-
sented by the extracted first words; and

wherein the playlist generating section includes:

a section which identifies selection candidate contents
that can be viewed at the obtained current time;
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a section which extracts second words representing the
identified selection candidate contents from meta data
assigned to the identified selection candidate con-
tents;

a section which generates a vector, of which an element
is the tf-idf value of the extracted second words;

a section which generates a latent video content vector
from the generated vector using a singular value
decomposition or an independent component analy-
sis, the latent video content vector indicating a topic
being latently represented by the extracted second
words; and

a section which compares each of the latent video con-
tent vectors of the selection candidate contents and
the latent profile vector to select contents to be listed
on the playlist from the selection candidate contents
based on similarity between the compared vectors.

7. A non-transitory computer-readable recording medium

which stores a program for controlling a content presentation
device which presents a content to a user, the program causing
a computer of the content presentation device to execute:

a history collecting step of collecting a viewing history of
the user viewing a content output on an output section;

a determining step of analyzing the collected viewing his-
tory to determine an active time segment in which the
output section is in a state of being viewed;

adata collecting step of collecting meta data assigned to the
content viewed by the user;

an analyzing step of analyzing the collected meta data to
extract first words representing the viewed content;

a profile generating step of generating, for each of the
determined active time segments, a user profile based on
the extracted first words corresponding to the content
viewed in the active time segment of interest;

a calculation step of obtaining current time and identifying
an active time segment including the obtained current
time, to calculate an estimated viewing time which is a
time length from the obtained current time to a point in
time at which the identified active time segment ends;
and
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aplaylist generating step of selecting contents based on the
user profile generated correspondingly to the identified
active time segment to be compatible with the calculated
estimated viewing time, to generate a playlist which
defines an order in which the selected contents are
played,

wherein the profile generating step includes:

a step of generating a matrix having columns corre-
sponding to the determined active time segments,
respectively, and rows of tf-idf values of the extracted
first words, a tf-idf value being a product of a term
frequency of the extracted first words and an inverse
document frequency of the extracted first words; and

a step of generating, as the user profile for each active
time segment, a latent profile vector from the gener-
ated matrix using a singular value decomposition or
an independent component analysis, the latent profile
vector indicating a topic being latently represented by
the extracted first words; and

wherein the playlist generating step includes:

a step of identifying selection candidate contents that
can be viewed at the obtained current time;

a step of extracting second words representing the iden-
tified selection candidate contents from meta data
assigned to the identified selection candidate con-
tents;

a step of generating a vector, of which an element is the
tf-idf value of the extracted second words;

a step of generating a latent video content vector from
the generated vector using a singular value decompo-
sition or an independent component analysis, the
latent video content vector indicating a topic being
latently represented by the extracted second words;
and

a step of comparing each of the latent video content
vectors of the selection candidate contents and the
latent profile vector to select contents to be listed on
the playlist from the selection candidate contents
based on similarity between the compared vectors.
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